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Abstract

In the last decades ensemble learning has established itself as a valuable strategy within the computational intelligence modeling and machine learning community. Ensemble learning is a paradigm where multiple models combine in some way their decisions, or their learning algorithms, or different data to improve the prediction performance. Ensemble learning aims at improving the generalization ability and the reliability of the system. Key factors of ensemble systems are diversity, training and combining ensemble members to improve the ensemble system performance. Since there is no unified procedure to address all these issues, this work proposes and compares Genetic Algorithm and Simulated Annealing based approaches for the automatic development of Neural Network Ensembles for regression problems. The main contribution of this work is the development of optimization techniques that select the best subset of models to be aggregated taking into account all the key factors of ensemble systems (e.g., diversity, training ensemble members and combination strategy). Experiments on two well-known data sets are reported to evaluate the effectiveness of the proposed methodologies. Results show that these outperform other approaches including Simple Bagging, Negative Correlation Learning (NCL), AdaBoost and GASEN in terms of generalization ability.
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1. Introduction

In the last decades ensemble learning has established itself as a valuable strategy within the computational intelligence modeling and machine learning community. Ensemble learning has proven to be effective in a broad set of machine learning problems, including feature selection [1], small data sets [2], local learning [3], concept drift theory [4], among others. Ensemble learning is a paradigm in which multiple models combine in some way their decisions, or their learning algorithms, or different data to improve the prediction performance. This technique is also known as Ensemble Method (EM) or Ensemble system. Studies have shown that an ensemble system is generally more accurate than any individual model, and its effectiveness has been recognized in different benchmark data sets [5, 6, 7, 8, 9].

In this setting, Neural Network Ensembles (NNEs) have been widely investigated for both classification and regression problems [10]. The main motivation is that the generalization ability of the system can be significantly improved.

Key factors of the ensemble system are diversity, training and combining ensemble members [11]. The success of the ensemble system is mainly attributed to the diversity degree within the ensemble. A good ensemble is one in which the models make different errors on the same data point [6]. Research has encouraged this diversity by manipulating the training data set [9], or by designing ensembles with different architectures or heterogeneous learning algorithms [12, 8]. The ensemble member training is the strategy employed to train individual ensemble members. Several algorithms have been developed for this task, including Bagging [13] and Boosting [14]. The last key factor of an ensemble system is the approach used to combine the individual models in the ensemble. This strategy depends on the type of classifiers. For example, some classifiers provide only discrete-valued label outputs and others continuous valued class-specific outputs.

Despite of the remarkable performance of ensemble systems, a major drawback is that it is usually necessary to combine a large number of models to ensure the ensemble accuracy. A good way to alleviate this problem is the adequate selection of the subset of models from the original set of models [15, 16]. This approach is also known as ensemble pruning [17]. The aim is to find a good subset of ensemble members in order to improve generalization ability, and which additionally reduces the system complexity. However, the ensemble pruning is a difficult problem whose solution is commonly computationally expensive. Pruning an ensemble with \( n \) models requires searching in the space of the \( 2^n - 1 \) non-empty solutions to minimize a cost function correlated with the generalization error [18].

To address this problem, a number of different meta-heuristics has been developed for model selection [19]. For example, Kim and Oh [20] adopt a Hybrid Genetic Algorithm inspired by the feature selection problem to select the most appropriate models for the ensemble. Other example is the Genetic Algorithm based Selective Ensemble (GASEN), which trains a
set of Neural Networks (NNs) using bootstrap to increase the diversity among the models. GASEN uses a Genetic Algorithm (GA) to select an optimal subset of NN models to include in the ensemble. In this strategy, a weight derived from the marginal improvement in the fitness (measuring the solution quality) associated with including a model in the ensemble is assigned to each model. Then the models whose weights are higher than a fixed threshold are selected for inclusion in the ensemble [21]. The main drawback of GASEN is that the NNs have fixed architectures and the combination techniques are only simple average and weighted average for regression and classification, respectively.

Liu et al. [7] present an automatic strategy for designing ensemble systems using Evolutionary Learning and Negative Correlation Learning (EENCL). Negative Correlation Learning (NCL) generates negatively correlated NN models using a correlation penalty term in the error function to encourage specialization and cooperation among the models. EENCL does not explore the linear combination among the models and the models’ architectures are also predefined. On the other hand, Bayesian Artificial Immune System (BAIS) is an immune-inspired methodology for designing NNEs with better generalization ability when compared to the EENCL. BAIS introduces diversity in the models’ architecture. However, only one combination type is used for designing the NN models [22].

This work proposes and compares Genetic Algorithm and Simulated Annealing (SA) based approaches for the automatic development of NNEs for regression problems. The main contribution of this work is the development of optimization techniques to select the best subset of models to be aggregated take into account all the key factors of ensemble systems (i.e., diversity, training ensemble members and combination strategy). Firstly, a set of models with a high degree of diversity is generated. For each model, the proposed approach creates a different training data set by applying bootstrap. Then the method selects the best model’s architecture by varying the number of hidden neurons, the activation functions and the weight initializations. Secondly, the optimization strategy is employed to select both the best subset of models and the optimal combination strategy for aggregating the subset of models. Experiments on two well-known data sets are reported to evaluate the effectiveness of the proposed methodologies. Results show that these outperform other approaches including Simple Bagging, NCL, AdaBoost and GASEN in terms of generalization ability.

The paper is organized as follows. Section 2 reports the key factors in ensemble system development. In Section, 3 key issues for designing ensemble systems are outlined. Section 4 details the proposed methodologies. Experimental results are detailed and analyzed in Section 5. Finally, Section 6 contains some concluding remarks.

2. Key Factors in Ensemble Systems

Generalization is an important issue in machine learning. Generalization refers to the predictor ability to perform well when applied to unseen data. An ensemble of models has shown to generalize better than any single model in the ensemble. Theoretical [6] and empirical [2] studies have proven why ensembles perform better than single learners. Despite the remarkable performance of ensembles, building ensemble systems is not an easy task. The important key of ensemble systems is to design an ensemble which performs better than random individual predictors and models which make different errors on the same sample [23]. That is, diversity is necessary in the ensemble members’ decisions. If the models provide the same output, there is nothing to be gained from their aggregation. Different models usually make different errors, which means that by combining diverse models it is possible to make more accurate decisions.

During the ensemble development, diversity should be taken into account. The system may or may not explicitly try to optimize some metric of diversity during the design of the ensemble system. These strategies are divided into explicit and implicit diversity methods, respectively. While implicit methods rely on randomness to generate diversity, explicit methods deterministically generate diversity. For example, Bagging (short for Bootstrap Aggregation Learning) employs an implicit strategy to achieve diversity [8, 24]. Bagging randomly samples the training data set by applying bootstrap to create a different training data set for each individual predictor [13]; at no point is a measurement taken to promote diversity. On the other hand, Boosting is an explicit strategy. Boosting directly manipulates the training data set distributions by the specific weight changes to ensure some form of diversity in the set of models [14, 25]. The main drawback is that there is no guarantee to be the right way to promote diversity.

Brown et al. [6] state that the majority of ensemble diversity approaches can be subdivided into three main categories:

(i) starting the learning with different conditions;
(ii) altering the set of predictors;
(iii) altering the trajectory used by the components in the search space.

The first category (i) creates each predictor with different initial components. For an ensemble of NN models, training each NN with a different weight initialization technique may increase the probability of continuing on a different trajectory with respect to the other NN models. Approaches in this category generally give poor results, because the predictors are not diverse enough [19]. Methods in this category (ii) aim at modifying each ensemble member. Common strategies attempt to manipulate the training data set that each member receives (e.g., k-fold cross-validation [26], Bagging, Boosting, or noise injection [27]), or to alter the model’s architecture (e.g., NN models with different architectures or different activation functions), or to design members with heterogeneous learning algorithms (e.g., Bayesian, RBF NN models and Support Vector Machines) [8]. Approaches in the third category (iii) aim at modifying the way the search space is traversed, leading different component models to converge to different hypotheses. This category can be subdivided into evolutionary methods and penalty methods.
Penalty methods introduce a correlation penalty term into the cost function of the ensemble system so that each member minimizes its error together with the error correlation within the ensemble. On the other hand, evolutionary algorithms can also evolve a population of models using techniques to promote diversity. Penalty methods and evolutionary algorithms can be hybridized. A penalty term can be employed to promote interaction and diversity among the ensemble members and evolutionary algorithms can be used to select the ensemble members [7].

Member selection is also a key strategy for ensemble development. This strategy can lead to better generalization performance. One motivation is that during this process a subset of models with uncorrelated models (or diverse models) can be selected, promoting the diversity in the ensemble. Several strategies have been employed to select the members for the ensemble, including Genetic Algorithms [21], Particle Swarm Optimization [28], Bayesian Artificial Immune System [22], and pruning strategies [17].

During the ensemble development some issues are at stake [29]; how to generate the ensemble members (diversity should be promoted here), how to evaluate the ensemble members, and what member selection should be employed. Other important issue is what combination strategy should be applied to aggregate the models’ outputs. The combination strategy is crucial for enhancing the ensemble performance [30] and balancing the diversity among the ensemble members. The main drawback of most ensemble systems is that usually they consider only one combination strategy during ensemble development.

In order to address all the above mentioned key issues related to ensemble system development, the methodologies proposed in this work apply the above mentioned diversity approaches (i) and (ii) to promote diversity and achieve good generalization ability. In this work the diversity approach (i) is applied to start the NN learning with different conditions by using three different weight initializations (details in Subsection 3.2). In this work the diversity approach (ii) is employed to promote diversity by modifying each NN. In this case, the NN models are generated using different training data sets obtained by bootstrap and then the best NN architecture is chosen by altering the number of neurons in the hidden layer and the activation functions. Genetic Algorithm and Simulated Annealing are then compared as methods to select the best subset of models and the optimal combination strategy for aggregating this subset.

3. Creating a Neural Network Ensemble

NN is a learning paradigm inspired by biological neurons, and consists of processing elements and connections between them [31]. In NN modeling, there are several network structures and training parameters that need to be carefully chosen. They include the number of layers, number of neurons in each layer, activation functions, weight initialization method, learning rates etc. Several techniques have been proposed for the parameter selection [32, 33]. However, even if the resulting NN is correctly designed, the generalization ability can be a problem [34].

Figure 1: Architecture of a Neural Network ensemble.

Ensemble learning has been established as a very promising approach for improving the generalization of NN systems [5]. Figure 1 illustrates a NNE architecture [35], where the combiner is able to aggregate the NN models’ outputs. In NNE modeling, optimal combination can enhance the robustness and the accuracy [36]. In this paper, robustness is related to the approximation performance of the NNE on unseen data points (generalization ability). The next subsections are subdivided according to the ensemble development steps.

3.1. Training, Validation and Testing Data Sets

Consider an initial data set (original data set) \( D_{train} = \{ (x_i, y_i) \}_{i=1}^k \) of size \( k \), where \( x_i \in \mathbb{R}^{v x 1} \) (\( v \) is the number of input variables) and \( y_i \) is the output variable. The initial data set is divided into a training data set \( D_{train} = \{ (x_i, y_i) \}_{i=1}^v \), a validation data set \( D_{valid} = \{ (x_i, y_i) \}_{i=1}^v \) and a testing data set \( D_{test} = \{ (x_i, y_i) \}_{i=1}^v \), of size \( k_1, k_2 \) and \( k_3 \), respectively, and \( k = k_1 + k_2 + k_3 \).

Bootstrap [37] can be applied in the training data set for promoting diversity in the ensemble. In machine learning, bootstrap is employed to expand upon a single realization of a distribution or generate different data sets that can provide a better understanding of the mean and variability of the original unknown distribution [24]. Bootstrap is performed by randomly sampling with replacement from the original training data set \( D_{train} \). To sample with replacement, one sample \( \{ (x_i, y_i) \} \) from \( D_{train} \) is randomly selected and then placed into a new training data set \( D^{x}_{train} \). \( D^{x}_{train} \) must contain the same number of samples of \( D_{train} \), i.e., \( k_i \) samples. Random sample selections from \( D^{x}_{train} \) continue until \( D^{x}_{train} \) has been filled with \( k_i \) samples. \( D^{x}_{train} \) data set may include multiple copies of the same sample and no copies of other samples from \( D_{train} \).

Let us assume an ensemble with \( n \) NN models. Then \( n \) different training data sets \( D^{x}_{train} \) are obtained by bootstrap. For each training data set \( D^{x}_{train} \) the best NN’s architecture is selected according to the performance in the validation data set \( D_{valid} \). \( D_{valid} \) is also used to control the overfitting by early stopping. The testing data set \( D_{test} \) is employed to evaluate the ensemble’s performance.
3.2. Generation of Neural Networks

After creating \( n \) training data sets \( D^b_{train} \), the next step is to produce \( n \) NN models. For this purpose, for each training data set the best NN’s architecture is selected.

NN models are implemented using one hidden layer using Multilayer Perceptron Neural Network (MLP NN) trained by the Levenberg-Marquardt (LM) algorithm [38]. LM is a well-known learning algorithm for non-linear problems, widely used in a broad range of applications. The LM algorithm is a hybridization of steepest descent and Gauss-Newton method.

For each training data set, a NN’s topology is chosen from a collection of NN models based on its performance. This evaluation is done using the Mean Squared Error (MSE) between the estimated output of NN and the actual output \( y \) in the validation data set. The collection of models is obtained by varying the number of neurons in the hidden layer (from 1 to 10); varying among two activation functions (linear and fast hyperbolic tangent) for both the hidden layer and output layer; and three different weight initialization methods. The weight initialization methods are:

* Randomly initialize the weights within the interval \([-1/nn, 1/nn]\), where \( nn \) is the number of input neurons [31];
* Nguyen-Widrow approach: set initial weights using the Nguyen-Widrow initialization method [39];
* Randomly initialize the weights within the interval \([-0.5, 0.5]\), using a uniform distribution [40];

3.3. Combiner

This step aims at combining the \( n \) NN models. In this process, the NNs’ outputs are combined using predictions of the testing data set. This paper uses the main combination strategies reported in the literature: mean, trimmed mean, median [41], and weighted mean [36]. Assuming \( n \) models, \( f_j(\mathbf{x}) \) as output of model \( j \), and \( F(\mathbf{x}) \) as the ensemble’s output, combination strategies are given by:

1. Mean: the ensemble’s output is calculated by averaging the \( n \) models’ predictions:
   \[
   F(\mathbf{x}) = \frac{1}{n} \sum_{j=1}^{n} f_j(\mathbf{x});
   \]

2. Trimmed mean: the ensemble’s output is obtained as the trimmed mean of the \( n \) predictors’ outputs. Trimmed mean excludes the lowest predictors’ outputs and the highest models’ outputs before obtaining the mean, avoiding extreme outputs. For example, considering a \( P\% \) trimmed mean, the mean is calculated by removing \( P\%/2 \) from the highest NN models’ outputs and \( P\%/2 \) from the lowest NN models’ outputs. (This work sets \( P\% \) as 10%).

3. Median: the ensemble’s output is the median among all models’ outputs:
   \[
   F(\mathbf{x}) = \text{median}\{f_j(\mathbf{x})\};
   \]

4. Weighted mean: the ensemble’s output is calculated through a weighted sum of the models’ outputs:
   \[
   F(\mathbf{x}) = \sum_{j=1}^{n} w_j \cdot f_j(\mathbf{x});
   \]
   where each weight \( w_j \) is related to the accuracy of model \( j \). In this paper, the accuracy of a model \( j \) is determined using the MSE in the validation data set, and is calculated using [22]:
   \[
   w_j = \frac{\text{adjusted MSE}_j}{\sum_{k=1}^{n} \text{adjusted MSE}_k},
   \]
   where the “adjusted MSE” is determined by:
   \[
   \text{adjusted MSE}_j = 1 - \text{average MSE}_j,
   \]
   and the average MSE is given by:
   \[
   \text{average MSE}_j = \frac{\text{MSE}_j}{\sum_{k=1}^{n} \text{MSE}_k}.
   \]

To evaluate the ensemble performance, it is used the MSE between the estimated output \( F() \) and the actual output \( y \) in the testing data set MSE\(_{test}\).

4. Proposed Methodology

This work proposes two different methods for automatic ensemble development: Genetic Algorithm for Designing Neural Network Ensembles (GA-NNE) and Simulated Annealing for Designing Neural Network Ensembles (SA-NNE). The ensemble construction using GA-NNE and SA-NNE is performed by two main steps:

1. Generation of candidate NN models;
2. Selection of a subset of NN models and the best combination strategy for aggregating this subset.

The aim is to produce an ensemble which has good performance when compared to an individual NN performance. This objective is achieved by producing and selecting diverse NN models and then selecting the most suitable combination strategy.

The sub-steps for the generation of candidate NN models are the same as in Subsections 3.1 and 3.2. For generating \( n \) candidate NN models, first \( n \) different training data sets are generated by applying bootstrap. Then, the most suitable NN’s architecture is chosen for each training data set. At the end of this process \( n \) candidate NN models are generated.

For defining the methodology proposed for the selection of a subset of NN models and a combination strategy using GA-NNE and SA-NNE algorithms, firstly it is necessary to introduce how the possible solutions are encoded and the fitness function.

* Solution encoding: a candidate solution to the problem is encoded as a binary string sequence. The solution contains information about the ensemble of NN models to be designed. The solution structure consists in two parts, as illustrated in Figure 2. The first part is the model section, which contains information about the subset of NN models.
for composing the ensemble. The second part is the combination type, which represents the combination strategy to be employed for aggregating the subset of NN models.

As an example, consider a set of \( n \) candidate NN models \( \{\text{net}_1,\text{net}_2,\ldots,\text{net}_n\} \), where each locus of the model part is related to the absence “0” or presence “1” of a model \( \text{net}_j \) in the ensemble system. Considering \( z \) as the number of combination strategies, and \( c \) as the number of bits to represent them, then \( c = \lceil \log_2(z) \rceil \), where \( \lceil x \rceil \) is the smallest integer not lower than \( x \). Our proposed methodology uses the four combination strategies mentioned in Subsection 3.3: mean, trimmed mean, median and weighted mean, with their binary representations being “00”, “01”, “10” and “11”, respectively. Figure 3 illustrates an example of a solution representation using a set of eight NN models \( \{\text{net}_1,\text{net}_2,\ldots,\text{net}_8\} \). Figure 3a shows the binary encoding of the solution and Figure 3b shows the decoding of the same solution. The final subset of NN models to compose the ensemble is \( \{\text{net}_1,\text{net}_2,\text{net}_3,\text{net}_4\} \) and the selected combination strategy is weighted mean (i.e., “11”).

- **Fitness function**: for a candidate solution, the fitness function is calculated based on the ensemble performance. This is obtained through the aggregation of the subset of NN models using the selected combination strategy. The ensemble evaluation is performed using the predictions on the testing data set, where the fitness function is defined by \( 1/\text{MSE}^{test} \) (see Section 3.3).

### Algorithm 1: Genetic Algorithm for Designing Neural Network Ensembles (GA-NNE)

**Inputs** \( n; c; \text{maxgenerations; } p_{mi}^c, p_{ei}^c; e; m; \)

1. Produce \( n \) candidate models according to Subsection 3.2;
2. Generate randomly an initial population \( P_1 \) with \( m \) individuals;
3. Evaluate the fitness of each individual of \( P_1 \) with all possible combination strategies;
4. Assign the best combination strategy (on the last \( c \) bits) to each individual of \( P_1 \) according to the fitness;
5. Set generation number as \( t \leftarrow 1 \);
6. **Repeat**:
   - (a) Select a percentage \( p_{mi}^c \) of the individuals of \( P_t \);
   - (b) Perform crossover on the selected individuals to generate a new population of offspring \( O_t \);
   - (c) Mutate randomly with probability \( p_{ei}^c \) on the first \( n \) bits (the model part) of the individuals in \( O_t \);
   - (d) Evaluate the fitness of each individual in \( O_t \) with all possible combinations strategies;
   - (e) Assign to each individual in \( O_t \) the best combination strategy according to the fitness;
   - (f) Select individuals for the new population \( P_{t+1} \):
     - i. Set \( P_t^* \) as a temporary population \( P_t^* \leftarrow (O_t \cup P_t) \);
     - ii. Apply elitism by assigning to \( P_{t+1}^* \) the \( e \) individuals of \( P_t^* \) with the best fitness;
     - iii. Select \( (m-e) \) individuals of \( P_t^* \) for \( P_{t+1}^* \);
   - (g) Set \( t \leftarrow t + 1 \);
   - **until** \( t = \text{maxgenerations} \).
Step 3 evaluates each individual of \( P_t \) using the fitness function. This is done by evaluating the performance of the subset of models (information contained in the model part) using all possible combination strategies. Step 4 assigns the combination strategy with best performance to the chromosome (last \( c \) bits, i.e., combination type part). This strategy ensures that the ensemble system will always be designed using the optimal combination type.

In Step 6, the algorithm loops over \( t \) generations. Sub-step 6a selects \( P^i_t \) of the individuals of population \( P_t \) by using Roulette Wheel Selection [43]. In this operation, an individual of \( P_t \) is picked to be a parent with a probability proportional to its fitness.

Sub-step 6b combines the selected parents to compose a new population of offspring \( O_t \). This operation is done using uniform crossover with a random mask, where two parents, \( \text{parent}_1 \) and \( \text{parent}_2 \), generate two offspring, \( \text{offspring}_1 \) and \( \text{offspring}_2 \). The method applies crossover only on the model part of each individual. First a random binary mask of length \( n \) is produced. If there is 0 in the bit of the mask, the corresponding bit from \( \text{parent}_1 \) is copied to \( \text{offspring}_1 \), and the corresponding bit from \( \text{parent}_2 \) is copied to \( \text{offspring}_2 \). If there is 1 in the bit of the mask, the corresponding bit from \( \text{parent}_1 \) is copied to \( \text{offspring}_2 \) and the corresponding bit from \( \text{parent}_2 \) is copied to \( \text{offspring}_1 \) [45].

Sub-step 6c selects \( P^m_{t+1} \) individuals from population \( O_t \) to be mutated on the model part, where \( P^m_{t+1} \) is the mutation probability. In this operation, for each selected individual one or more bits can be randomly changed to foster diversity in the offspring population. Sub-step 6d and sub-step 6e evaluate each individual of \( O_t \) with all possible combination strategies and then the best combination type is assigned to the last \( c \) bits.

Individuals for composing the new population \( P_{t+1} \) are picked in sub-step 6f. In this operation, elitism is applied, by means of which \( e \) (with \( e < m \)) individuals with best fitness from \( O_t \cup P_t \) are assigned to \( P_{t+1} \) (of size \( m \)). Then \( (m - e) \) individuals of \( P_{t+1} \) are selected from \( O_t \cup P_t \) using Roulette Wheel Selection.

After maxgenerations, the individual with best fitness of the last population is selected as the final solution to the problem.

4.2. Simulated Annealing for Designing Neural Network Ensembles (SA-NNE)

Simulated Annealing is a meta-heuristic that has proven to be effective in solving many difficult, especially combinatorial, problems [46]. Annealing is a process to change materials’ properties. It is performed by heating a material and then freezing it slowly until it crystallizes. As the heating allows the atoms to move randomly, the cooling process should be slow enough to allow atoms to move themselves to lower energy positions. Considering this procedure as an optimization problem, if the atoms’ arrangement is achieved with lowest energy level, the arrangement is an optimal solution to the energy minimization problem. SA applies this analogy in order to search for the optimal solution to an optimization problem [47]. The main SA’s advantage is the ability to avoid becoming trapped at local optima.

Algorithm 2: Simulated Annealing for Designing Neural Network Ensembles (SA-NNE). (Maximization problem)

<table>
<thead>
<tr>
<th>Inputs</th>
<th>( n; c; T_i; T_f; tr; \alpha; h; )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Produce ( n ) candidate models according to Subsection 3.2;</td>
</tr>
<tr>
<td>2.</td>
<td>Generate randomly a current solution ( s_c );</td>
</tr>
<tr>
<td>3.</td>
<td>Set ( T \leftarrow T_i );</td>
</tr>
<tr>
<td>4.</td>
<td><strong>Repeat:</strong></td>
</tr>
<tr>
<td>(a)</td>
<td>Set ( q \leftarrow 0 );</td>
</tr>
<tr>
<td>(b)</td>
<td><strong>Repeat:</strong></td>
</tr>
<tr>
<td>i.</td>
<td>Select randomly a new solution ( s_i ) in the neighborhood of ( s_c ) using a Hamming distance ( h );</td>
</tr>
<tr>
<td>ii.</td>
<td>if ( \text{eval}(s_i) &lt; \text{eval}(s_c) )</td>
</tr>
<tr>
<td>A.</td>
<td>then ( s_c \leftarrow s_i );</td>
</tr>
<tr>
<td>B.</td>
<td>else if random(0, 1) &lt; ( \exp \left( \frac{\text{eval}(s_i) - \text{eval}(s_c)}{T} \right) )</td>
</tr>
<tr>
<td>a.</td>
<td>then ( s_c \leftarrow s_i );</td>
</tr>
<tr>
<td>iii.</td>
<td>Set ( q \leftarrow q + 1 );</td>
</tr>
<tr>
<td>until</td>
<td>( q = tr );</td>
</tr>
<tr>
<td>(c)</td>
<td>Set ( T \leftarrow T \times \alpha );</td>
</tr>
<tr>
<td>until</td>
<td>( T = T_f ).</td>
</tr>
</tbody>
</table>

This paper develops a SA based approach for designing ensembles of NN models, as detailed in Algorithm 2. SA-NNE is able to select the best subset of models from a set of candidate models, and then select the best combination type for aggregating this subset. A solution is encoded according to Figure 2 and \( 1/\text{MSE}_\text{eval} \) is used as the evaluation function, given by \( \text{eval}(\cdot) \).

SA-NNE is started by setting the parameters \( n, c, T_i, T_f, tr, \alpha \) and \( h \). Step 1 produces \( n \) candidate NN models according to the description in Section 3.2. In Step 2, a current solution \( s_c \) of size \( n + c \) bits is randomly generated.

Step 3 assigns the initial temperature \( T_i \) to the temperature parameter \( T \). In Step 4, SA-NNE loops over until temperature \( T \) is equal to final temperature \( T_f \). Temperature \( T \) is gradually decreased according to the cooling ratio \( T \leftarrow T \times \alpha \), where \( \alpha \) is the cooling factor. In Step 4(b)i, a new solution \( s_n \) is randomly selected in the neighborhood of \( s_c \). This neighborhood is defined using a Hamming distance \( h \), that is, only \( h \) bits at most change from \( s_c \) to \( s_n \). The algorithm always accepts \( s_n \) as the new \( s_c \), if \( s_n \) is better than \( s_c \). If \( s_n \) is worse than \( s_c \), there is a probability of acceptance of \( s_n \) that depends on the current value of \( T \) and a random value, as described in Step 4(b)ii. Parameter \( tr \) is the maximum number of tries allowed for a given value of the temperature parameter.

5. Experimental Results

In this Section, experiments to evaluate the proposed GA-NNE and SA-NNE approaches are described. The main objectives of the experiments are: (i) to evaluate the performance of a single Neural Network; (ii) to analyze the characteristics of the candidate NN models; (iii) to evaluate the GA-NNE and
SA-NNE performances by varying important parameters; and (iv) to compare GA-NNE and SA-NNE to other ensemble techniques.

5.1. Data Set Description

Experiments are performed using two data sets available at Luís Torgo’s website [48]: Friedman and Boston Housing. These data sets are adopted because they are widely used in the literature. Therefore they are useful to compare our algorithms with other methodologies.

- Friedman data set: Friedman function is a well-known function for data generation [49]. It uses both non-linear and linear relations between output and inputs. The original Friedman function contains five independent variables:

\[ y = 10 \sin(\pi x_1 x_2) + 20 \left( x_3 - \frac{1}{2} \right)^2 + 10 x_4 + 5 x_5 + \epsilon, \]

where \( \epsilon \sim N(0,1) \) is a standard normal deviation. In the data set, the input space is increased by adding other five independent variables \( x_6, \ldots, x_{10} \) that do not have influence on \( y \). The total set of variables \( x_1, x_2, \ldots, x_{10} \) is uniformly distributed over \([0,1]\). The data set includes 40768 samples.

- Boston Housing data set: this data set has been applied extensively in literature to benchmark methods. It contains information collected by the U.S. Census Service about housing in the area of Boston, Massachusetts [50]. The data set consists of 13 independent variables (mainly socio-economic) and 1 output variable (median housing price). The data set is small in size with 506 samples.

Experiments are organized in runs. Each run is evaluated using 10-fold cross-validation, where the data set is split into 10 subsets. The result is the average of the results of the 10 subsets, where each subset is in turn used as a testing data set while the samples of the other 9 subsets are randomly divided into a training data set (90%) and a validation data set (10%). At the end of this process, there are 10 artificial data sets each of which consists of training, validation and testing data sets. Below, the results of MSE\textsuperscript{test} are given by averaging the MSE of all 10 testing subsets.

5.2. Individual Neural Networks

Firstly, the performance of individual NN models is investigated by altering the number of neurons in the hidden layer. The experiment was done by setting the weight initialization approach and activation function according to popularly, where Nguyen-Widrow was selected as weight initialization technique, and fast hyperbolic tangent and linear as activation functions for the hidden layer and output layer, respectively.

Early stopping criteria is applied as a strategy to control overfitting [51]. Early stopping has been recognized as a good strategy for avoiding overfitting and optimizing the generalization performance of NN models in practice [52]. The main idea is to inspect the test error of a NN model on a independent set using a validation data set, so that when the validation data set error starts to increase the NN training is stopped to avoid overfitting. In this paper, early stopping is employed by the following procedures: set the maximum number of epochs as 500; train each NN calculating the validation data set error every 50 epochs and keep the NN weights at this current point; if the validation data set error has decreased in comparison to the last point, continue the NN training and assign the current weights as final NN weights; if the validation data set error at the current point has risen in comparison to the last point, terminate the NN training and assign the NN weights at the last point as final NN weights.

Figure 4 shows the performance of the individual NN models, where MSE is obtained by 10-fold cross-validation. The experiment reveals that NN models with lower number of neurons in the hidden layer are less prone to overfitting and consequently these NN models have better generalization capability. For this reason, in this paper, the maximum number of neurons in the hidden layer is limited to 10.

Moreover, Figure 4a and Figure 4b illustrate the minimum MSE value achieved for a NN in the testing data set over all NN models. For Friedman data set, the minimum value is 7.0x10\(^{-3}\) and the NN has 5 neurons in the hidden layer; and, for Boston Housing data set, the minimum value is 8.8x10\(^{-3}\) and the NN has 4 neurons in the hidden layer. In the next experiments, a reduction of the minimum value is observed.

5.3. Generation of the Candidate Neural Networks

This Sub-section details the characteristics of the set of candidate Neural Networks to be used in the next experiments. A set of 20 candidate models was generated according to Subsection 3.2 by 10-fold cross-validation. The set is used by GA-NNE and SA-NNE approaches. Before doing the experiments with GA-NNE and SA-NNE, all the 20 candidate NN models were aggregated to constitute an ensemble. Therefore, no optimization techniques were employed to select the best subset of models. We use the term Ensemble Before Pruning (EBP) to refer to this ensemble.

EBP was implemented using mean, trimmed mean, median, and weighted mean as combination types. Table 1 shows the results of EBP based on the MSE in the testing data set. For Friedman data set, the combination types have the same value of MSE\textsuperscript{test}. On the other hand, median and trimmed median outperform mean and weighted mean for Boston Housing data set. From the results, it is possible to notice that EBP has good

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Combination Type</th>
<th>mean</th>
<th>trimmed mean</th>
<th>median</th>
<th>wt. mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friedman</td>
<td>mean</td>
<td>2.100</td>
<td>2.100</td>
<td>2.100</td>
<td>2.100</td>
</tr>
<tr>
<td>Boston Housing</td>
<td>trimmed mean</td>
<td>4.500</td>
<td>4.400</td>
<td>4.400</td>
<td>4.500</td>
</tr>
</tbody>
</table>
Table 2: Abbreviations for the activation functions in the layers.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Hidden layer</th>
<th>Output layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>HH</td>
<td>fast hyperbolic tangent</td>
<td>fast hyperbolic tangent</td>
</tr>
<tr>
<td>LL</td>
<td>linear</td>
<td>linear</td>
</tr>
<tr>
<td>HL</td>
<td>fast hyperbolic tangent</td>
<td>linear</td>
</tr>
<tr>
<td>LH</td>
<td>linear</td>
<td>fast hyperbolic tangent</td>
</tr>
</tbody>
</table>

generalization ability when compared to the individual models generated in Sub-section 5.2.

For the Friedman and Boston Housing data set, an artificial data set from 10-fold cross-validation was randomly chosen to show the characteristics of the candidate Neural Networks. Figure 5 shows the NN’s properties, such as the number of neurons in the hidden layer, the weight initialization type and the activation function types for the hidden layer and output layer. For the activation functions in the layers the abbreviations displayed in Table 2 are used. It is observed that the models from Friedman data set have a higher number of neurons in the hidden layer when compared to the models from Boston Housing data set. Moreover, for the Friedman data set all the NN models have the fast hyperbolic tangent as activation function for both the hidden layer and the output layer.

5.4. Genetic Algorithm for Designing Neural Network Ensembles (GA-NNE)

After generating the 20 candidate models, Algorithm 1 proceeds with Step 2. Several experiments were performed by varying the GA-NNE’s inputs in the following values:

- Mutation probability: \( p_m^\text{m} \in \{5\%, 10\%, 15\%\}; \)
- Selection probability: \( p_s^\text{m} \in \{60\%, 100\%\}; \)
- Population size: \( m \in \{20, 40\}. \)

The crossover probability is set to 1, the number of mutated bits for the mutation operations is set to 2, the maximum number of generations is set to 500 (\textit{maxgenerations}), and 1 individual is selected by elitism for the next generation (\( e \)).

Table 3 and Table 4 show the mean, standard deviation (S.D.), minimum, and maximum of the MSE obtained with GA-NNE on 12 experiments, with 20 runs on each experiment, using the Friedman and Boston Housing data sets, where 10-fold cross-validation is performed for each run.

Considering mean as the metric to evaluate the performance in the experiments, some characteristics are noticed for both data sets. For example, in most experiments, GA-NNE’s results improve when the mutation probability (\( p_m^\text{m}\)) increases. Moreover, selection probability \( p_s^\text{m} = 100\% \) has better performance when compared to \( p_s^\text{m} = 60\% \). The experiments indicate that improvements are obtained when the population size is \( m = 40 \).

The experiments with best performance in Table 3 and Table 4 are shown in bold. Considering the best individuals at the end of the 20 runs of experiment 12, the percentage of selection of each combination type are shown in Table 5. For both data sets median is the most frequently selected strategy.

Considering again experiment 12, the runs with best MSE performance (i.e., \textit{min} value) are \( 1.785 \times 10^{-3} \) and \( 2.438 \times 10^{-3} \) for Friedman and Boston Housing data sets, respectively. Figure 6 shows the properties of these best runs according to the average of the 10 test subsets of the 10-fold cross-validation. \textit{Mean} is the average of the MSE (i.e., \( 1/\text{fitness} \)) of all the individuals in the population in a generation, and \textit{Best} is the best value of MSE for all individuals of the population in a generation. As can be seen, no important improvements are shown after 300 generations for Friedman data set and 100 generations for Boston Housing data set.

5.5. Simulated Annealing for Designing Neural Network Ensembles (SA-NNE)

Using the 20 candidate models, several experiments were carried out by varying the SA-NNE’s parameters as follows:
Table 3: Experimental results: mean, standard deviation (S.D.), minimum, and maximum of the MSE obtained with GA-NNE using the Friedman data set on 12 experiments.

<table>
<thead>
<tr>
<th>No. of the experiment</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p^m ) 5%</td>
<td>1.794</td>
<td>1.789</td>
<td>1.794</td>
<td>1.787</td>
<td>1.791</td>
<td>1.788</td>
<td>1.787</td>
<td>1.793</td>
<td>1.787</td>
<td>1.789</td>
<td>1.786</td>
<td></td>
</tr>
<tr>
<td>( p^y ) 60%</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>Mean</td>
<td>1.794</td>
<td>1.789</td>
<td>1.794</td>
<td>1.787</td>
<td>1.791</td>
<td>1.788</td>
<td>1.787</td>
<td>1.793</td>
<td>1.787</td>
<td>1.789</td>
<td>1.786</td>
<td></td>
</tr>
<tr>
<td>S.D.</td>
<td>0.005</td>
<td>0.002</td>
<td>0.005</td>
<td>0.002</td>
<td>0.003</td>
<td>0.003</td>
<td>0.002</td>
<td>0.001</td>
<td>0.003</td>
<td>0.001</td>
<td>0.003</td>
<td>0.001</td>
</tr>
<tr>
<td>Min</td>
<td>1.787</td>
<td>1.785</td>
<td>1.785</td>
<td>1.785</td>
<td>1.785</td>
<td>1.786</td>
<td>1.785</td>
<td>1.785</td>
<td>1.785</td>
<td>1.785</td>
<td>1.785</td>
<td>1.785</td>
</tr>
<tr>
<td>Max</td>
<td>1.808</td>
<td>1.795</td>
<td>1.803</td>
<td>1.795</td>
<td>1.799</td>
<td>1.794</td>
<td>1.790</td>
<td>1.798</td>
<td>1.791</td>
<td>1.797</td>
<td>1.788</td>
<td>1.788</td>
</tr>
</tbody>
</table>

Each experiment is composed of 20 runs, and each run consists of a 10-fold cross-validation. All the MSE values have been multiplied by \( 10^3 \) in the table.

Table 4: Experimental results: mean, standard deviation (S.D.), minimum, and maximum of the MSE obtained with GA-NNE using the Boston Housing data set on 12 experiments.

<table>
<thead>
<tr>
<th>No. of the experiment</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p^m ) 5%</td>
<td>2.454</td>
<td>2.445</td>
<td>2.458</td>
<td>2.449</td>
<td>2.447</td>
<td>2.445</td>
<td>2.445</td>
<td>2.445</td>
<td>2.447</td>
<td>2.443</td>
<td>2.445</td>
<td>2.441</td>
</tr>
<tr>
<td>( p^y ) 60%</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>S.D.</td>
<td>0.008</td>
<td>0.004</td>
<td>0.010</td>
<td>0.008</td>
<td>0.007</td>
<td>0.003</td>
<td>0.004</td>
<td>0.003</td>
<td>0.007</td>
<td>0.003</td>
<td>0.004</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Each experiment is composed of 20 runs, and each run consists of a 10-fold cross-validation. All the MSE values have been multiplied by \( 10^3 \) in the table.

Table 5: GA-NNE - Percentage of combination type selection on the 20 runs of the best experiment.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Combination type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
</tr>
<tr>
<td>Friedman</td>
<td>0%</td>
</tr>
<tr>
<td>Boston Housing</td>
<td>0%</td>
</tr>
</tbody>
</table>
for Friedman data set and Boston Housing data set. It is observed that the most common combination type are shown in Table 8. Again, median experiments with a high cooling factor ($\alpha$) have best results. In general, a Hamming distance $h = 2$ outperforms $h = 1$ and the number of tries $tr = 2$ has the best performance.

The experiment with best performance in Table 6 and Table 7 are shown in bold. In this case, the best experiment for both the Friedman data set and Boston Housing data set is experiment 12. Considering the best individuals after 20 runs of these best experiments, the percentage of selection of each combination type are shown in Table 8. Again, median is the most frequently selected combination strategy.

For experiment 12, the run with best MSE performance has a MSE value of $1.785 \times 10^{-3}$ for Friedman data set and $2.441 \times 10^{-5}$ for Boston Housing data set. The behavior of these runs are shown in Figure 7. As can be seen, improvements of the MSE follow the decaying of temperature. In the initial tries, it is observed that MSE increases its value. This happens because SA-NNE can more easily accept worse solutions when the temperature is high.

5.6. The Selected Models by GA-NNE and SA-NNE

In this Subsection, characteristics of the selected models by GA-NNE and SA-NNE are detailed. The same artificial data set from 10-fold cross-validation of Sub-section 5.3 is considered. Here, the results discussed are based on the best experiments from Sub-section 5.4 and Sub-section 5.5.

Figures 8a, 9a, 10a and 11a show the statistics of the NN models that participate in the ensembles on the 20 runs, considering the presence of a NN in the final solution of each run. Figures 8b, 9b, 10b and 11b display the accuracy of each NN based on the training, validation and testing data sets. The dashed line represents the MSE$^{test}$ value of the ensemble on the run with minimum MSE value. The underlined NN numbers represent the NN models selected for designing the ensemble of this run. As can be seen, all the cases design ensembles with MSE$^{test}$ values lower than the NN with the lowest MSE$^{test}$ value. This proves that the ensemble is more accurate than any single model in the ensemble.

In Figures 8, 9, 10 and 11, it is observed that the most common models selected by all runs are also selected by the best run, i.e., the one with the minimum MSE value. Common characteristics are noticed for the GA-NNE and SA-NNE approaches. Specifically, GA-NNE and SA-NNE select the same models for designing the ensemble and the same combination type. For the Friedman data set, as depicted in Figures 8b (GA-NNE) and 10b (SA-NNE), the selected NN models for designing the ensemble are $\{2, 13, 14, 18, 20\}$, MSE$^{test} = 1.481 \times 10^{-3}$ and median is the combination type. For the Boston Housing data set, as displayed in Figures 9b (GA-NNE) and 11b (SA-NNE), the selected NN models for aggregating the ensemble are $\{3, 4, 13, 17, 19\}$, MSE$^{test} = 1.231 \times 10^{-3}$ and median is the combination type.

5.7. Comparisons of the Ensemble Systems

In this Sub-section, the proposed GA-NNE and SA-NNE methodologies are compared to other ensemble systems. The ensemble systems include Simple Bagging, GASEN, NCL and AdaBoost.
Table 6: Experimental results: mean, standard deviation (S.D.), minimum, and maximum of the MSE obtained with SA-NNE using the Friedman data set on 12 experiments.

<table>
<thead>
<tr>
<th>No. of the experiment</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooling factor ( (\alpha) )</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>Hamming distance ( (h) )</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Number of tries ( (tr) )</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>S.D.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friedman</td>
<td>1.835</td>
<td>0.010</td>
<td>1.820</td>
<td>1.857</td>
</tr>
<tr>
<td>Boston Housing</td>
<td>2.656</td>
<td>0.053</td>
<td>2.558</td>
<td>2.792</td>
</tr>
</tbody>
</table>

Each experiment is composed of 20 runs, and each run consists of a 10-fold cross-validation. All the MSE values have been multiplied by \( 10^3 \) in the table.

Table 7: Experimental results: mean, standard deviation (S.D.), minimum, and maximum of the MSE obtained with SA-NNE using the Boston Housing data set on 12 experiments.

<table>
<thead>
<tr>
<th>No. of the experiment</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooling factor ( (\alpha) )</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>Hamming distance ( (h) )</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Number of tries ( (tr) )</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>S.D.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friedman</td>
<td>2.635</td>
<td>0.053</td>
<td>2.558</td>
<td>2.792</td>
</tr>
<tr>
<td>Boston Housing</td>
<td>2.633</td>
<td>0.024</td>
<td>2.463</td>
<td>2.547</td>
</tr>
</tbody>
</table>

Each experiment is composed of 20 runs, and each run consists of a 10-fold cross-validation. All the MSE values have been multiplied by \( 10^3 \) in the table.

Table 8: SA-NNE - Percentage of combination type selection on the 20 runs of the best experiment.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Combination type</th>
<th>mean</th>
<th>tr. mean</th>
<th>median</th>
<th>wt. mean</th>
<th>10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friedman</td>
<td></td>
<td>0%</td>
<td>0%</td>
<td>90%</td>
<td>10%</td>
<td></td>
</tr>
<tr>
<td>Boston Housing</td>
<td></td>
<td>0%</td>
<td>0%</td>
<td>90%</td>
<td>10%</td>
<td></td>
</tr>
</tbody>
</table>

As mentioned before, Bagging creates an ensemble where each model is trained by a different training data set using bootstrap resampling. Bagging is a common technique applied to GASEN, GA-NNE and SA-NNE. However, as these approaches employ pruning techniques for selecting the best subset of models, in this paper the Bagging strategy is applied for designing an ensemble without pruning technique, i.e. all the candidate NN models are aggregated. Additionally, the NN models have fixed architecture and parameters since most Bagging applications apply this strategy. To distinguish from other approaches (GASEN, GA-NNE and SA-NNE), this ensemble of NN models is called “Simple Bagging”. In our experiment, Simple Bagging is composed by 20 NN models using mean as combination strategy. The Nguyen-Widrow method is employed for weight initialization. Fast hyperbolic tangent and linear activation functions are used for the hidden layer and output layer, respectively.

The number of neurons in the hidden layer was chosen using the experiment in Subsection 5.2. Specifically, this number was selected according to the performance in the validation data set (see Figure 4). Early stopping (as detailed in the Subsection 5.2) was chosen for controlling overfitting.

GASEN employs a GA to select the appropriate subset of NN models to constitute the ensemble [21]. GASEN assigns a weight to each model and then models with weights higher than a specified threshold \( \lambda^{GASEN} \) are selected to compose the ensemble. In the GASEN procedure, weights evolve using a GA and the fitness function is characterized by the generalization error of the ensemble. Experiments were done using the code available at the website http://lamda.nju.edu.cn/files/Gasen.zip.

The experiment and parameter setting were performed according to [21], where the genetic operators are set to the default values of GAOT toolbox [53]. The pre-defined threshold \( \lambda^{GASEN} \) is set to 0.05. The initial set of candidate models is composed by 20 NN models. Each NN has just one hidden layer with five hidden neurons, where the NN is trained using back-propagation algorithm. Other NN’s parameters are set to...
Figure 7: SA-NNE - Decay of temperature and MSE versus number of tries. The average of the 10 test subsets of the 10-fold cross-validation is presented.

Figure 8: Results of the GA-NNE on the best experiment on the Friedman data set. The dashed line represents the MSE_{test} of the ensemble of best run; underlined numbers represent the selected NN models to design such ensemble.

Table 9: Comparison of ensemble systems: experimental MSE_{test} results using the Friedman data set.

<table>
<thead>
<tr>
<th></th>
<th>AdaBoost</th>
<th>Simple</th>
<th>NCL</th>
<th>EBP</th>
<th>Pruned Bagging</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>tr. mean</td>
<td>median</td>
<td>wt. mean</td>
<td>GASEN</td>
</tr>
<tr>
<td>Mean</td>
<td>24.465</td>
<td>7.081</td>
<td>2.438</td>
<td>2.100</td>
<td>2.100</td>
</tr>
<tr>
<td>S.D.</td>
<td>0.000</td>
<td>0.027</td>
<td>0.029</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Min</td>
<td>25.465</td>
<td>7.036</td>
<td>2.396</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Max</td>
<td>25.465</td>
<td>7.138</td>
<td>2.510</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The results are for 20 runs, except for EBP (one run). All the MSE values have been multiplied by $10^3$ in the table.

the default values, such as hyperbolic tangent sigmoid as activation function for the hidden layer, linear activation function for the output layer, and the training stops when the number of iterations reaches 100. GASEN uses simple average for combining the models’ outputs.

NCL produces an ensemble of NN models using negative correlation [54]. The aim is to train the NN models in parallel and use a correlation penalty term $\lambda_{\text{NCL}}$ in their function for assuring specialization and cooperation among the individual NN models. The term $\lambda_{\text{NCL}}$ should assume val-
Figure 9: Results of the GA-NNE on the best experiment on the Boston Housing data set. The dashed line represents the $\text{MSE}^{\text{test}}$ of the ensemble of best run; underlined numbers represent the selected NN models to design such ensemble.

Figure 10: Results of the SA-NNE on the best experiment on the Friedman data set. The dashed line represents the $\text{MSE}^{\text{test}}$ of the ensemble of best run; underlined numbers represent the selected NN models to design such ensemble.

Table 10: Comparison of ensemble systems: experimental $\text{MSE}^{\text{test}}$ results using the Boston Housing data set.

<table>
<thead>
<tr>
<th>AdaBoost</th>
<th>Simple</th>
<th>NCL</th>
<th>EBP</th>
<th>Pruned Bagging</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bagging</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>19.162</td>
<td>9.129</td>
<td>7.817</td>
<td>- 4.500</td>
</tr>
<tr>
<td>S.D.</td>
<td>0.000</td>
<td>0.509</td>
<td>0.092</td>
<td>- - 4.400</td>
</tr>
<tr>
<td>Min</td>
<td>19.162</td>
<td>8.104</td>
<td>7.629</td>
<td>- - - 4.400</td>
</tr>
<tr>
<td>Max</td>
<td>19.162</td>
<td>10.176</td>
<td>8.016</td>
<td>- - - - 4.500</td>
</tr>
</tbody>
</table>

The results are for 20 runs, except for EBP (one run). All the MSE values have been multiplied by $10^3$ in the table.

The results are for 20 runs, except for EBP (one run). All the MSE values have been multiplied by $10^3$ in the table.

values in the interval $[0, 1]$. In this paper, the value of $\lambda_{\text{NCL}}$ is determined using $\lambda_{\text{NCL}} = \frac{M}{M+1}$, where $M$ is the number of EN models [55]. NCL is tested using the code available at Gavin Brown’s website http://www.cs.man.ac.uk/~gbrown/projects/nc/NCL.zip. A set of 20 NN models is produced by back-propagation algorithm. The models’ architecture and parameters are the same of GASEN. NCL also uses simple average for combining the models’ outputs.

In this paper, the AdaBoost algorithm uses the GentleBoost logistic regression method as detailed in [25]. A weak learner is selected at each round and the residual displacements from the real output and predicted output are adjusted. In this model, the
training samples have equal weight. After \( R \) rounds a strong regressor function \( F(x) \) is the final output, where the weak learners have the same weights. GentleBoost is implemented using the AdaBoost Toolbox [36], where the weak learners have the same weights. The best performance of the boosting ensemble was achieved in 50 rounds.

Table 9 and Table 10 show the experimental results of MSE\(^{\text{test}} \) using different ensemble systems on 20 runs, except for EBP where the results are for one run. As pointed out in Sub-section 5.3, EBP is an ensemble with all the candidate NN models used by GA-NNE and SA-NNE. Therefore, EBP is an intermediate ensemble obtained before performing these pruning techniques. For GA-NNE and SA-NNE, the presented experimental results were taken from the best experiments of Sub-section 5.4 and Sub-section 5.5, respectively.

It can be seen that ensembles of NN models (e.g. NCL, Simple Bagging, EBP, GASEN, SA-NNE, and GA-NNE) outperform AdaBoost in the Friedman data set and Boston Housing data set. NCL also obtains more accurate predictions than Simple Bagging and AdaBoost. Negative correlation can produce NN ensembles with good generalization ability (compared to Simple Bagging). However, NCL ensembles have predefined models’ architectures making the ensemble with low degree of diversity.

Simple Bagging presents the worst generalization ability when compared to the other ensemble systems of NN models. The main issue is that Simple Bagging achieves diversity just by manipulating the training data set while the models have the same architecture and parameters. Moreover, Simple Bagging does not employ any strategy for selecting the best subset of models and combination type.

On the other hand, EBP considerably outperforms Simple Bagging in terms of generalization ability. The success is attributed to the several diversity levels employed by EBP, for example, using a different weight initialization and a different architecture for each model in the ensemble.

It is observed that pruned Bagging systems (e.g., GASEN, SA-NNE, and GA-NNE) have better results when compared to ensembling all techniques (e.g., EBP and Simple Bagging), except the lower performance obtained by GASEN for the Boston Housing data set. As pointed out before, here EBP aggregates all the candidate models used by GA-NNE and SA-NNE. Therefore, it is noticed that the proposed GA-NNE and SA-NNE approaches achieve good results when compared to EBP. The results prove the efficiency of subset selection of models and combination type selection during the ensemble development to obtain good generalization ability.

Table 11 shows the average number of selected models by GASEN, GA-NNE and SA-NNE. The results were obtained by averaging the number of selected models of the best individuals after the 20 runs on experiments described in the Table 9 and Table 10. Table 11 shows that SA-NNE and GA-NNE select a higher number of models when compared to GASEN.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>GASEN</th>
<th>SA-NNE</th>
<th>GA-NNE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friedman</td>
<td>4.17</td>
<td>5.31</td>
<td>5.10</td>
</tr>
<tr>
<td>Boston Housing</td>
<td>4.87</td>
<td>5.69</td>
<td>5.81</td>
</tr>
</tbody>
</table>

6. Conclusions

NNE has established itself as a valuable tool for computational intelligence modeling. The main motivation is that the generalization ability of the system can be significantly improved. Most studies consider key factors during the ensemble development: diversity among the models, training a set of candidate models, subset selection of models and optimal
combination strategy. Since there is no automatic procedure to implement these steps, this work proposes and compares two approaches for automatic development of NNE: GA-NNE and SA-NNE.

The main contributions of the proposed methodologies are the selection of the subset of models and combination type providing a high degree of diversity among the models. Firstly, models are generated by starting the learning with different conditions (weight initialization methods), using different training data sets (applying bootstrap), and using models with different learning parameters and architectures. Secondly, two optimization techniques, GA and SA, are used to select the best subset of models and the optimal combination strategy.

GA-NNE and SA-NNE obtained a superior performance when compared to well-known ensemble systems, including Simple Bagging, NCL and AdaBoost and GASEN. This success results from the diversity among the NN models, and the optimal selection of the subset of models and combination type. These are crucial to ensure the ensemble robustness in terms of generalization ability. Moreover, experiments have shown that GA-NNE and SA-NNE have good performance when compared to a single model and the aggregation of all candidate models (EBP). The results also revealed that GA-NNE and SA-NNE obtained a similar performance. However, SA-NNE selects a slightly larger number of models to compose the ensemble when compared to GA-NNE.
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